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Abstract 
 

The payroll system is very influential on a company's workers' welfare in 
achieving company goals. Appropriate payroll will build morale for the workforce so 
that they can advance the company through the work ethic and professionalism of the 
crew. The salary calculation system for employees must be adjusted to several criteria, 
such as their city and job role. Long experience can also be used as a calculation criterion 
in providing salary. For this reason, an approach is needed to provide a decent and good 
salary prediction for the company's consideration. One of the models commonly used in 
making predictions is linear regression. Linear regression is a model that calculates the 
relationship between two variables with independent values and bound data. This 
research develops a system by implementing a Linear Regression algorithm to predict 
the salaries of IT employees in Java. The model that has been created is then built using 
the Python language and implemented into a website-based visualization form that is 
easy to understand with Streamlit. The modeling results were tested and gave an MSE 
value of 8240258.48. This research is expected to be a reference in research related to 
this topic in the future and can be used by companies that have difficulties in 
determining employee salaries. 
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Abstrak 

Sistem penggajian sangat berpengaruh pada kesejahteraan tenaga kerja dalam 
suatu perusahaan dalam mencapai tujuan perusahaan. Penggajian yang sesuai akan 
membangun semangat kerja bagi tenaga kerja sehingga mampu memajukan 
perusahaan melalui etos kerja dan profesionalisme para tenaga kerja. Sistem 
penghitungan gaji pada karyawan harus disesuaikan dengan beberapa kriteria seperti 
kota dan role pekerjaan yang dimiliki. Lama pengalaman juga bisa dijadikan sebuah 
kriteria penghitungan dalam memberikan gaji. Untuk itu diperlukan suatu pendekatan 
yang dapat memberikan prediksi gaji yang layak dan baik untuk menjadi pertimbangan 
perusahaan. Salah satu model yang umum digunakan dalam melakukan prediksi 
adalah regrei linear. Regresi linear merupakan model yang menghitung hubungan 
antar dua variabel dengan nilai yang bebas dengan data yang terikat. Penelitian ini 
mengembangkan sebuah sistem dengan mengimplementasikan algoritma Regresi 
Linear untuk memprediksi gaji karyawan IT di pulau Jawa. Model yang telah dibuat 
kemudian dibangun menggunakan bahasa Python dan diimplementasikan ke bentuk 
visualisasi yang mudah dipahami berbasis website dengan Streamlit. Hasil pemodelan 



Kumpulan jurnaL Ilmu Komputer (KLIK) 
 Volume 10 N0.2 2023 

ISSN: 2406-7857 
 
 

Salary Prediction Of It Employees Using Linear Regression Algorithm  (Rudy Chandra) | 229 

 

 

diuji dan memberikan nilai MSE sebesar 8240258.48. Penelitian ini diharapkan mampu 
menjadi rujukan dalam penelitian yang berkaitan dengan topik ini di masa depan dan 
dapat digunakan perusahaan yang memiliki kesulitan dalam menentukan gaji 
karyawan. 

 

Kata kunci: Regresi Linear, Model, MSE, Gaji, Website 
 
 

1. INTRODUCTION 
In this modern era, the role of technology is significant. Technology can 

help shorten a person's working time. It happens because everyone worldwide 
can connect with the help of technological advances. Indonesia is one of the 
countries that enjoy this progress. In line with this, digital talent does need to 
continue improving Indonesia's technology sector[1]. 

Human resources are one of the critical factors in the progress of a 
company[2]. Intense competition between companies requires increased 
performance in finance, technology, natural resources, and human 
resources[3]. Along with the times, the types of work needed by a company 
will also be increasingly diverse, especially in companies in the IT field. The 
increasing need for workers in the technology sector has created new 
problems, namely in determining salaries according to experience, company 
region, and the burden of responsibility for each digital talent[4]. 

Salary can affect employee performance because it is not uncommon 
for employees to strike[5], [6]. After all, the compensation they receive does 
not match their work. Therefore, it is a consideration for every company to pay 
attention to the wages and social benefits expected of employees[7] [8]. 

The payroll system is very influential on a company's workers' welfare 
in achieving company goals. Appropriate payroll will build morale for the 
workforce so that they can advance the company through the work ethic and 
professionalism of the crew. They have to adjust the salary calculation system 
for employees to several criteria, such as their city and job role. Long 
experience can also use as a calculation criterion in providing salary. The 
longer work experience an employee has, the more significant receive the 
compensation[9]. 

Because of the problems often experienced, it is necessary to have a 
system that can provide a decent salary prediction based on several criteria. 
The expected system can use a linear regression model. Linear regression 
models the relationship between variables in anonymous data using known 
and corresponding data values[10]. Therefore, implementing a Linear 
Regression algorithm to predict the salaries of IT employees in Java according 
to criteria such as length of experience working in the IT field, roles in the IT 
field, and the intended company region are used to do. The model created is 
then built in Python and implemented on the website with Streamlit to make 
it easy to use. 
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2. RESEARCH METHODOLOGY 

2.1. Research Design 

The method used in this study can be seen in Figure 1. 

 
 

Figure 1. Research Design 
 

1. Data collection and data analysis       
Data collection is done by taking the appropriate dataset from several 
sources such as kaggle and github. The data that has been collected 
will then be analyzed. Data analysis aims to arrange the order of the 
data, organize it into a pattern, category, and a basic description[11]. 

2. Model construction with linear regression 
The data that is analyzed will then be used in building a model. Finally, 
the model is built using linear regression. Linear regression is a data 
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acquisition technique that explores the relationship between the 
independent variable (X) and the dependent variable (Y)[12]. 

3. Deploy model 
Models that have been built previously will be deployed into a web so 
that users can use them in real terms. 

4. Implementation 
Web predictions are built using the Python library, namely Streamlit. 
Streamlit enables interactive and user-friendly web development. The 
created web will have several input parameters, which will then be 
used as test data in predicting salaries. The independent variables used 
are city, role, and years of experience. This variable will affect the salary 
prediction that will be displayed to the user. 

5. Discussion 
At this stage, we will discuss salary specifications, and conclusions will 
be obtained, from model development to implementation and salary 
prediction results. 

 
2.2. Linear Regression 

Linear regression is an algorithm that models the relationship between 
data with the dependent and independent variables. The use of linear 
regression is to make predictions using previously available data. Linear 
regression looks for relationships between variables to find straight-line 
equations which can be seen in Figure 2.  

 
Figure 2. Linear Regression straight-line equations 

Linear regression in this study involves one independent variable, 
commonly called univariate. In addition, one independent has its variable, so 
there are only two input variables, namely X and output Y. These two variables 
can be described as Equation 1 below. [13] 
 

𝑦̂ =  𝛽̂0 + 𝛽̂1𝑥 (1) 
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In information 𝛽̂0 is an intercept where the value changes, namely 

variable y, when x is 0. Information of 𝛽̂1 is a constant that shows a shift in 
variable y in every increase of 1 variable x [14] 

3. RESULT AND DISCUSSION 
3.1. Data Analysis 

In data analysis, we have to conduct data cleaning and data 
transformation. The data used was sourced from: 
https://predictsalary.com/salaries[15]. At this stage, two approaches will 
carry out to get the best data, namely by cleaning the data and transforming 
the data. 

3.1.1. Data Cleaning 
Data Cleaning is the process of repairing the data structure in 

preparation before the data is processed further. In developing this model, 
data cleaning is used to handle missing values and repair data structures that 
have incorrect spelling. The data frame is used to handle missing values 
through the data frame containing the columns used to predict salary. The 
columns used to become data in model development consist of roles, cities, and 
years of experience, which will be used as the X variable or what is called the 
independent variable. Salary data will be used as Y or a variable influenced by 
X. Figure 3 shows the search for missing values in the data column. 

 
Figure 3. Missing Value 

Dataframes are used to overcome missing values. These data are used as X 
variables and Y variables, as shown in Figure 4. 
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Figure 4. Variabel X and Variabel Y 

The data structure that has spelling errors in the categories that are fixed can 
be seen in Figure 5 below. 

 
Figure 5. Spelling Errors in Data 

 
To see how the data compares between cities and salaries, you can see in 

Figure 6. Its shows which city has the highest salary at the same time with 
companies that have varying salaries. 
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Figure 6. Salary Comparison by City 

 
3.1.2. Data Transformation 

Data transformation is the process of changing or consolidating data so 
that the process of using data can be applied or the data used is more efficient. 
The data used is encoded so that it can be processed by the algorithm to be 
used. The data that has been transformed can be seen in Figure 7. 

 
Figure 7. Data Transformation  

City data transformation is attached in Figure 8. 

 
Figure 8. City Data Transformation 

 
3.2. Model Development 

The model-building process is carried out using linear regression, which can 
be seen in the following code snippet in Figure 9. 
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Figure 9. Model Development Using Linear Regression 

 
The results of the development of the model obtained intercept values 

and several coefficients that will be used to find Y values or predict salaries 
that can be seen in Figure 10. 

 
Figure 10. Coefficient and Intercept Value 

 
After obtaining the coefficient values and intercept values that will be 

used in making predictions, then look for the MSE (Mean Squared Error) value. 
The results of the MSE value are said to be very good if the value obtained is 
less than 10%[16]. The MSE value of the built model can be seen in the 
following Figure 11 below. 

 
Figure 11. Mean Squared Error Value 

 
3.3. Interface Implementation 

Models that have been built will be deployed so that they can interact 
directly with users. Users can send data and receive predictions via the web. 
The web shown is built using the Streamlit library. The implementation of the 
user interface can be seen in the following Figure 12.  

 

Figure 12. Salary Prediction Interface 
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The user will choose a city on the island of Java according to the data 

provided. Then the role is selected according to the user's work. This interface 
also offers a range of years of user experience in the chosen function. After 
selecting according to the city, job or position, and length of experience, the 
user will receive a prediction of the salary they will receive per month. The 
prediction results displayed can be seen in the following Figure 13. 

 
Figure 13. Prediction Result 

 
4.  CONCLUSION 

The system built using a linear regression algorithm can predict IT 
employees' salaries on Java Island. This research was successfully applied to 
predict salaries Using city criteria, job names, and work experience by users 
through an interface built using the Streamlit library. The city of Jakarta is the 
city that has the most variations in compensation for employees in the IT 
sector. The research was conducted in other cities with many criteria. To 
measure the error rate of the linear regression model is to use the MSE, which 
is obtained in the model with a value of 8240258.48 
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